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1
CRYPTOGRAPHY PROCESSING DEVICE
AND CRYPTOGRAPHY PROCESSING
METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2012-
286259, filed on Dec. 27, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a cryp-
tography processing device and a cryptography processing
method.

BACKGROUND

Today, the protection of personal information and confi-
dential information has been becoming more and more
important, and the market of services that use personal infor-
mation or confidential information has been expanding.
Examples of such services include a service that utilizes
position information of an individual user that can be
obtained from a smart phone, etc. This has generated attention
for information concealing techniques, which enable the uti-
lization of personal information/confidential information
while keeping such information in a protected state.
Examples of information concealing techniques include a
technique that uses a cryptography technique or a statistics
technique in accordance with data type or service require-
ments.

As a concealing technique that uses cryptography, a homo-
morphic encryption technique is known. A homomorphic
encryption technique is one public key encryption method
that uses a pair of different keys for encryption and decryp-
tion, and has a function of permitting data manipulation while
keeping the data in an encrypted state.

By using a homomorphic encryption method, when addi-
tion or multiplication is performed on an encrypted text, it is
possible to obtain an encrypted text, which is a computation
result after performing addition or multiplication, without
decrypting an encrypted text. This feature of a homomorphic
encryption method is considered to be utilized in the field of
electronic voting/electronic cash and recently in the cloud
computing field. As homomorphic encryption methods
related to addition or multiplication, an RSA encryption
method, which only permits multiplication, and an Additive
ElGamal encryption, which only permits addition, are
known. In a multiplication homomorphic encryption method,
when encrypted texts of plain texts (messages) a and b are
E(a) and E(b), encrypted text E(a-b) of the product of plain
texts a-b can be calculated from E(a) and E(b). Also, in an
addition homomorphic encryption method, when encrypted
texts of plaintexts a and b are E(a) and E(b), the encrypted text
E(a+b) of the sum of the plain texts a+b can be calculated
from E(a) and E(b). By using a homomorphic encryption
method to perform addition or multiplication on encrypted
texts, it is possible to obtain an encrypted text as a computa-
tion result of performing addition or multiplication without
decrypting an encrypted text. This feature of a homomorphic
encryption method is expected to be utilized in the field of
electronic voting/electronic cash and recently in the cloud
computing field.
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Inrecent years, as an encryption method having homomor-
phy for both addition and multiplication, a fully homomor-
phic encryption method is known. When addition and multi-
plication are possible while keeping targets in an encrypted
state, operations such as exclusive OR, AND, and NOT are
possible while keeping targets in an encrypted state. In other
words, a fully homomorphic encryption method has homo-
morphy for all operations performed by logical circuits.
Although, at first, only a theoretical implementation method
was introduced and practical configurations were not made
public, examples of specific configurations of generating a
key and a cryptography method that expanded types of data
that can be encrypted have also been proposed. In these
examples of specific configurations of generating a key, keys
such as a public key and a secret key are in the form of matrix.

A homomorphic encryption method can be used in a sys-
tem that checks the similarity between two pieces of infor-
mation.

Patent Document 1: Japanese Laid-open Patent Publica-
tion No. 2011-145512

Non-Patent Document 1: C. Gentry, “Fully Homomorphic
encryption using ideal lattices”, STOC 2009, pp. 169-178,
2009

Non-Patent Document 2: C. Gentry and S. Halevi, “Imple-
menting Gentry’s Fully Homomorphic Encryption Scheme”,
EUROCRYPT 2011, LNCS 6632, pp. 129-148, 2011

Non-Patent Document 3: Yasuda, Yajima, Shimoyama, and
Kogure, “Secret totalization of purchase histories of compa-
nies in cloud” SCIS 2012

SUMMARY

A cryptography processing device is disclosed. The cryp-
tography processing device includes a processor configured
to generate a prescribed dimension of vector as a key genera-
tion vector in which each element is equal to or smaller than
a maximum bit length and elements except for a first element
are integers that are multiples of a plain text space size, which
is a number of types of symbols that the plain text to be
encrypted may take, generate a secret key matrix from the key
generation vector, generate a public key matrix from the
secret key matrix and to generate public key data including a
first public key matrix element, which is a discriminant of the
public key matrix, a second public key matrix element, which
is an integer, the dimension, and the plain text space size, and
generate secret key data that includes, as a secret key, an
integer that is an element of a matrix obtained as a product of
the first public key matrix element and an inverse matrix of
the secret key matrix and that is not a multiple of the plain text
space size.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a functional block diagram illustrating an
example of a function of a key generator;

FIG. 2 is a flowchart illustrating an example of a flow of a
process of a key generation method according to the present
disclosure;

FIG. 3 is a functional block diagram of a homomorphic
encryption device that uses a key generation method;
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FIG. 4 is a flowchart illustrating an example of a flow of a
registration process of reference data, executed in the homo-
morphic encryption device illustrated in FIG. 3;

FIG. 5 is a flowchart illustrating an example of a flow of a
comparison process between comparison data and reference
data, executed by the homomorphic encryption device illus-
trated in FIG. 3; and

FIG. 6 illustrates a configuration of the key generator illus-
trated in FIG. 1 or the encryption device illustrated in FIG. 5.

DESCRIPTION OF EMBODIMENTS

Hereinbelow, explanations will be given for a homomor-
phic encryption process method that can calculate a conceal-
ment distance such as a Hamming distance while keeping the
distance in an encrypted state. Hereinafter, an example of
ideal lattice-based fully homomorphic encryption is
explained as fully homomorphic encryption.

In a cryptography processing device that uses homomor-
phic encryption, a concealment distance is sometimes calcu-
lated between two vectors a=(a,, a,, ... Jand b=(b, b,, ... ).
Usually, when vector dataa=(a,, a,, . .. ) is to be encrypted by
homomorphic encryption, each component a, is encrypted so
as to generate encrypted vector data Enc(A)=(Enc(a,), Enc
(a,), . . . ). For vector data Enc(B)=(b,, b,, . . . ) too, each
component b, is encrypted so as to calculate an encrypted
concealment distance between encrypted vector data
Enc(B)=(Enc(b,), Enc(b,), .. .), e.g., an encrypted Hamming
distance as represented below.

> (Enc(ay) - Enc(b)*

In order to obtain a Hamming distance, an encrypted conceal-
ment distance such as an encrypted Hamming distance is
calculated. However, when an encrypted concealment dis-
tance is to be decrypted, there are no encryption/decryption
methods that yield a high accuracy and high processing
speed, and this sometimes leads to inaccurate decryption
results, which is problematic.

When keys such as a public key, a secret key, and the like
are in the form of matrix in homomorphic encryption, calcu-
lations for these matrixes require a device having a memory
volume that is sufficiently large to perform matrix calcula-
tions, which is problematic. Also, in such a homomorphic
encryption, calculations related to keys include matrix opera-
tions, leading to a longer calculation time, which is problem-
atic.

<Fully Homomorphic Encryption Process Method>

First, explanations will be given for a homomorphic
encryption method. Somewhat homomorphic encryption is a
cryptography method that can perform both addition and
multiplication a limited number of times. This cryptography
method requires an encryption size and processing perfor-
mance that are much smaller and lower than those required by
fully homomorphic encryption, and is expected to be used for
more practical purposes. Somewhat homomorphic encryp-
tion explained hereinbelow is also referred to as ideal lattice-
based homomorphic encryption. This name is based on the
fact that additional homomorphism and multiplicative homo-
morphism are introduced by using an ideal lattice.

Somewhat homomorphic encryption is cryptography that
satisfies homomorphy for computations by all logic circuits.

As examples of homomorphy, there is homomorphy in
addition and homomorphy in multiplication. Homomorphy

10

30

35

40

45

50

4
in addition and homomorphy in multiplication represent, for
example, the fact that a mapping (function) F satisfies the
below (1) or (2) for arguments m, and m,. That is, the equa-
tion below is satisfied.

F(m)+F(my)=F(m+my) (6]

F(m)xF(my)=F(mxmy) ()]

The case of (1) represents homomorphy in addition, and the
case of (2) represents homomorphy in multiplication. When
the above arguments m, and m, as plain texts and encryption
function Enc as mapping F are assigned, the result is homo-
morphic encryption. The calculation for obtaining encrypted
texts Enc(m,) and Enc(m,) from plain texts m, and m, are
also referred to as “encryption”.

According to a somewhat homomorphic encryption, the
existence and execution of mapping F that satisfies the fol-
lowing equation is guaranteed when an encryption function
that performs encryption by using a key pair (pk, sk) and the
public key pk of plain texts m;, m,, . . . , m,, is Enc and a
decryption function that performs decryption by using a
secret key sk is Dec.

Dec(F(Enc(m,),Enc(m,) . .. ,Enc(m,)))=
3

A somewhat homomorphic encryption is a public key encryp-
tion. Here, F is a mapping, however, it may be an algorithm.
Furthermore, the mapping F is assumed that it is able to be
expressed by combinations of addition and multiplication.

The above equation 3 has the following meanings. The
process on the left side is referred to as process A, and the
process on the right side is referred to as process B. For
simplicity, plain text m, is considered. In the step of encrypt-
ing process A, plain text m, is encrypted by using a public key
pk so as to obtain encryption data c=Enc(m, ). Then, for this
encryption data c, a process of performing prescribed map-
ping (algorithm) F by using public key pk is executed so as to
obtain process result r. Next, in a decryption step, a process of
decrypting process result r is executed by using secret key sk
s0 as to generate decryption result R=Dec(F(Enc(m, )).

In process B, for plain text m,, a process of performing
prescribed mapping (algorithm) F is executed so as to obtain
process result r'=F(m, ).

The above equation means that the result r=Dec(F(Enc
(m,))) of process A and the result R'=F(m, ) of process B are
equal.

Further, for plain texts m;, m,, . . .
means the equation below.

, m,, homomorphy

F(Enc(m,),Enc(m,), .. . Enc(m,)))=
Enc(E(mm,, ..., m,)) @

Here, in the right side of the above equation, attention is to be
paid to the fact that there is only one argument of encryption
function Enc., i.e., F(m;, m,, ..., m)).

Methods of generating keys include the following
examples.

When akey is generated, two parameters, i.e., dimension n
and maximum bit length t, are needed. An n-dimensional key
generation vector V=(v,, v, . ..,V,,_; ) thathas absolute values
of'the respective components equal to or smaller than t bits for
dimension n and maximum bit length t is generated. The
secret key is then expressed by the matrix below.
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Vo i v V-1 (5)
—Vn-1 Vo V1 Vn-2
V=|=Vu2 —Vp1 Vo Vn-3
-V -V —=V3 ... Vg

Also, matrix B, which is the Hermite normal form of the
above matrix V, is assumed to be a public key. The Hermite
normal form is a lower triangular matrix or an upper triangu-
lar matrix that can be obtained by performing fundamental
row operation on integers in an integer matrix. It is a known
general rule that the Hermite normal form can be calculated
efficiently, and by using matrix B, which is the Hermite
normal form of the above matrix V, calculation time can be
reduced.

Encryption will be explained. When encryption is per-
formed on one-bit plain text b by using public key B, n-di-
mensional key generation vector u=(ug, uy, . . . , u,,_;) having
components of 0 or 1 is first selected so that e1=(1, 0, ..., 0)
is satisfied, and vector a is generated as below:

a=2u+bxe =(Quy+b,2u,, . .

20,1 Q)

Vector a thus obtained is also referred to as a fresh encrypted
text.

Encrypted text ¢ of one-bit plain text b is generated as
expressed by the equation below.

c=a mod B=a-[axB~"|xB 7

Here, it is assumed that B~ is an inverse matrix of matrix B,
and that “q” is a function that gives an integer value closest to
rational number q.

For the decryption of encrypted text ¢ of one-bit plain text,
n-dimensional vector a' defined by the equation below is first
calculated.

a'=cmod V=c-[exV!|x¥ (8)

Next, first component a,' of n-dimensional vector a' is
extracted, and the remainder of dividing a,' by 2 becomes the
value obtained by decrypting encrypted text c.

Also, as other decryption methods, the methods below are
known. It is assumed that the first component of encrypted
text a is c. It is also assumed that w is an element of inverse
matrix V™! of secret key V, and is an odd number. Further, it is
assumed that the range of value in the equation below is (-d/2,
dr2).

©

In equation 9, d represents a discriminant of public key B.
Encrypted text ¢ is defined by the equation below.

[X]a—mod a

c=fexw]zmod 2 (10)

Itis known that this method can increase the processing speed
in comparison with methods that use equation (7) or equation
(8.

Explanations will be given for examples of values of the
above key generation, encryption, and decryption. Examples
when maximum bit length t is seven and dimension n is four
are explained. First, four-dimensional key generation vector
v=(112, 99, -125, 77) whose absolute value is an integer that
is equal to or smaller than seven bits and is a multiple of plain
text space size s is selected. At that moment, matrix V has a
secret key represented by the equation below.
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112 99 —125 81 (an
_81 112 99 —125
=115 —s1 112 9
99 125 -81 112

Next, the Hermite normal form B of secret key V is calculated
as:

1143821449 0

0 (12
082623548 1 0

1

0

480851699 0
190648369 0

-0 O O

and this matrix B is treated as a public key.

A case is considered where plain text b=1 is encrypted by
using public key B. First, four-dimensional key generation
vector u=(1, 0, 1, 1) having components of O or 1 is selected.
Next, fresh encrypted text a is calculated. In the present case,
the equation below is used.

a=2u+bxe,;=(3,0,2,2) (13)

Then, encrypted text ¢ of plain text b=1 is expressed by
c=a mod B=a-[axB~ |xB=(~199178684,0,0,0). (14)

However, axB™'=(-1343000133/1143821449, 0, 2, 2) and
“axB™17=(-1, 0, 2, 2) are satisfied. As a consequence, it is
understood that encrypted text c=—199178684 is satisfied.

When encrypted text ¢ is decrypted by using secret key V,
four-dimensional vector a' defined by equation 8 is first cal-
culated. In this case, four-dimensional vector a'=(3, 0, 2, 2) is
satisfied. The remainder obtained by dividing the first com-
ponent of four-dimensional vector a' by two is 3=2+1, and
accordingly encrypted text c=1 is satisfied, meaning that the
decryption has been performed without failure. In the above
homomorphic encryption method, four-dimensional vector a
and four-dimensional vector a' are identical.

Inthe above, a case where plain text b is of one bit has been
explained; however, the domain of a plain text may be
expanded. Bven when plain text b is selected from {0,
1,...,s-1} ie, even when the plain text space size is s,
encryption and decryption are possible by using the same
methods as above.

When plain text b equal to or smaller than plain text space
size s is to be encrypted by using public key B, public key
matrix B defined as the Hermite normal form of secret key
matrix V is generated, and public key matrix B for this case is
assumed to be in the form of

1s)

« 00 ... 1

Further, when components (1,1) and (2,1) of public key
matrix B are assumed to be d and r, respectively, component
(1,1) of matrix W defined by equation 16 below

W=dx V! (16)

is not a multiple of s. In other words, w adopts, as secret key
data, a w that satisfies the equation below where k is an
integer.

wesxk [eW)]
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As public key data it is sufficient to hold the four elements of
(d, 1, n, s). Also, by holding secret key w and inverse number
w! of a secret key in the encryption device, the necessity of
obtaining these values each time of decryption is eliminated.
Also, it is not necessary to hold secret key matrix V, making it
possible to reduce the size of a secret key.

In order to encrypt plain text b by using a public key and a
secret key as described above, an n-dimensional key genera-
tion vector u=(uy, Uy, . . . , U, ;) having components of 0 or 1
is first selected so as to generate vector a as represented by the
equation below, where b is a plain text.

a=su+bxe =(stg+b,su,, .. ., Sth, 1)

(18)
Similarly to the above, e,=(1,0,. . ., 0). Also this vector a may
sometimes be referred to as a fresh encrypted text. Encrypted
text ¢ of plain text b is given by the equation below, similarly
to equation (7) above.

c=a mod B=a-[axB~'|xB 19)

Because vector c=(c, 0, . . ., 0) is satisfied, encrypted text c is
an integer.

In the decryption of encrypted text ¢ of plain text b, n-di-
mensional vector a' that is defined by the equation below is
calculated first.

a'=cmod V=c-[exV ! |xV (20)

Next, first component a,' of n-dimensional vector a' is
extracted, and the remainder of dividing a,' by plain text space
size s becomes the value obtained by decrypting encrypted
text c. In this decryption process, a process of multiplying
vector ¢ by matrix V! and a process of multiplying the vector
obtained by the multiplication by matrix V are performed. In
other words, multiplication between a vector and a matrix is
performed twice. The number of times of performing multi-
plication for this case is in proportion to the number of ele-
ments D of the vector, and is 2xD?. Also, when data to be
treated is large, one time of multiplication is multiple-preci-
sion multiplication.

Also, as a method of decrypting encrypted text ¢ of plain
text b whose plain text space size is s, a method as below is
known.

Matrix W having matrix elements w, ; is defined as the
equation below.

W=dx V! 21

However, element w,; whose greatest common divisor ged
satisfies equation (22) is found and is treated as w.

ged(s,w; ;)=1 (22)

Then, when equation (23) is satisfied where the first compo-
nent of vector ¢ is ¢, b' is a value resulting from decrypting
encrypted text c.

b'=[cxw] ;mod s (23)

Examples of values of key generation will be explained. It
is assumed that dimension n is four, maximum bit length t is
seven, and plain text space size s is thirteen. First, the four-
dimensional vector is set to (v, v,, V5, v,,), and a four-dimen-
sional vector v=(93, -112, 96, -116) in which the absolute
value of each component v,(i=1, 2, 3, 4) is equal to or smaller
than t=7 bits and components except for first component v,,
i.e., components v,, Vs, and v,, are multiples of s=13 is
selected. In such a case, secret key V is as expressed by the
equation below.

8
93 _112 9 -116 24)
116 93 —112 9
=196 116 93 -112
5 112 -9 116 93

Next, the Hermite normal form of secretkey V is calculated as

998261713 0 0O 25)
237533531 1 0O
925445203 0 1

0

132074857 0

-0 O O

and this matrix B is treated as a public key. B described above
has a unique form, and accordingly it is assumed that com-
ponents (1,1) and (2,1) of matrix B are d=998261713 and
r=237533531.

Next, W=dxV~" defined by equation (26) is calculated.

4165509
—846356
—694608
-5023792

5023792
4165509
—846356
—694608

694608 846356
5023792 694608
4165509 5023792
—846356 4165509

(26)
25

Because w=4165509 is not a multiple of plain text space size
s=4, component (1,1) of matrix W is output as public key data
and secret key data for pk=(d, r, n, s) and sk=w, respectively.

Also, addition and multiplication of encryption data are
explained. Similarly to the above value examples, an
encrypted text can always be expressed as n-dimensional
vector c=(c,, 0, . . . ), whose components except for the first
component are zero. Integers of the first component of an
encrypted text can be calculated as equation 27 by using plain
text b, plain text space size s, and n-dimensional vector u=(u,,,
uy, ..., u, ) that is used for encryption.

35

n=1

b+52 i XF

i=

@n

45 ‘=

d

However, [x],is

50

[x];~xmodd (28)

and is an integer whose range of value is (-d/2, d/2), d is
component (1,1) of matrix B representing a public key, and r
is component (2,1) of matrix B representing a public key.

55 For two encrypted texts ¢, and c,, encryption addition and

encryption multiplication are defined as [c,+c,],; and [c,x
c,] » respectively.

In order to apply the above characteristics of homomorphic
encryption to comparison between two pieces of vector data,
processes for example as below are performed.

Itis assumed that there is vector data A=(a,, a,, ..., a,) and
vector data B=(b, b,, ...,b,). Itis herein assumed that vector
data A and vector data B are written as n-dimensional vector

65 quantities.

As a conversion polynomial, equation 29 is calculated for
vector data A=(a, a,, .. ., a,).
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alx) = Z ax!

i=1

Then, by encrypting conversion polynomial a(x), encryption
data Enc(a(x)) is calculated. In this case, it is assumed to be
the equation below.

n-1 30

a(r) +5XZ u; x i

i=0

Encla(x)) =

d

Equation (31) is calculated as a conversion polynomial for
vector data B=(b,, b,, ..., b,).

n ) (31
b(x) = Z bt

J=1

Then, by encrypting conversion polynomial b(x), encryption
data Enc(b(x)) is calculated. Encryption Enc(b(x)) is a result
of replacing a(x) with b(x) in equation (30). Also, a conver-

sion polynomial for vector data B=(b,, b,, ..., b, ) is different
from that for vector data A=(a,, a,, . .., a,).
Then, instead of comparing vector data A=(a,, a,, . . ., a,)

and vector data B=(b,, b,, . . ., b,), comparison is made by
performing multiplication and/or addition by using encryp-
tion data Enc(a(x)) and encryption data Enc(b(x)). By
decrypting the result of comparison, a result of comparing
vector data A=(a, a,, . . ., a,) and vector data B=(b,,
b,, ..., b,) can be obtained.

<Concealment Distance Calculation Using Homomorphic
Encryption>

Next, in order to perform a concealment distance calcula-
tion, two integers C, and C, are prepared beforehand. Integer
C, is defined by the equation below.

LA (32)
C) = _Z rnfo}
i=1 4
Also, integer C, is defined by the equation below.
" (33)
Cy = —Z rjil}
= p
In that case, concealment distance d is as below.
d=C xEnc(a(x))+CoxEnc(b(x))+2Enc(a(x))xEnc(b
) (34

Inequation (34), C,xEnc(a(x)) and C,xEnc(b(x)) correspond
to Hamming weights HW(a) and HW(b) of encrypted text,
respectively. When concealment distance d above is
decrypted, the Hamming distance of two pieces of vector data
A=(a,, a,,...,a,) and B=(b,, b,, ..., b,) are obtained.

Although equations (31) and (33) were used in the above,
it is also possible to replace b(x) and C, with b'(x) and C,', as
in the equation below
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(35)

V== bt
=1

Cy=-

=

d

s0 as to define concealment distance d as represented by the
equation below.

d=C xEnc(a(x))+C, ) Enc(b'(x))-2Enc(a(x))x
Enc(b'(x))

Attention should be paid to the fact that the sign of the third
term of the right side of equation 36 is different from that in
equation (34). Equation (36) may also be calculated as below.

(36)

d=C5(-Enc(a(x))+Enc(b'(x)))+2Enc(a(x))x

(1=Enc(t'(x)) (37

As described above, the method according to the disclosure
has the following characteristics.

(1) Lattice-based homomorphic encryption is used.

(2) A vector representing a characteristic quantity is con-
verted into a polynomial by using a conversion polynomial.

(3) Encrypted texts of conversion polynomials and encrypted
texts of weights such as the Hamming weight of vector are
used.

(4) For concealment distance calculations, homomorphy of
homomorphic encryption is used.

(5) It is sufficient to hold public key d, element (2,1) r of the
public key matrix, dimension n, and plain text space size s
as public key data, and to hold secret key w as secret key
data.

As described above, by using homomorphic encryption for
calculations of concealment distance such as a Hamming
distance, a great reduction in the encryption data size and
calculation time is possible. Further, a scalar value instead of
amatrix value can be used as a public key and a secretkey, and
accordingly it is possible to reduce the scale of a device for
implementing the above method and to execute processes at a
high speed because computation is performed for scalar val-
ues.

Also, in the above method, only four scalar quantities are
treated as public keys and only one scalar quantity is treated
as a secret key, and accordingly errors are not involved in
calculations, making correct decryption possible.

The above encryption and decryption based on ideal lat-
tice-based homomorphic encryption can also be explained as
below.

First, the wording is defined in brief.

A lattice is a discrete additional subgroup in Z” where Z. is
aninteger ring. When b, . .., b,,_; are linearly independent in
7", square matrix B=[by, . . ., b,_,], which is obtained by
arranging these elements, is referred to as a basis. Lattice LL
can be represented as

(38)

where v is an element of 7”.

The fact that lattice L is an ideal lattice means that ideal I of
ring R=7[x)/{(x), which is isomorphic to lattice L, exists. In
this example, Z[x] is an integer coefficient polynomial ring
and f(x) is an n-dimensional polynomial that is integer coef-
ficient monic.
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The member of the principal ideal generated by equation
39, which is one member of a factor ring, can be written by a
linear combination of a, a'x, a-x?, a-x™"!. The transposition of
a is written as a”.

a=ag+a, X+ %2+ . . . +a, %" mod flx) (39)

A monic polynomial with integer coefficient a(x)=a,+
ax+ ... +a, X" of ring R=Z[x]/(x"+1) is discussed for
f(x)=x"+1.Inorderto treat vector a=(a,, a,, . . ., a,_; ) and ring
R=Z[x]/(x"+1) as identical values, the following process is
performed. A rotation matrix is defined for a.

ag a A ... Gpg (40)

—Gp1 @ @1 ... Gn2

Rot(a) = | —Gn-2 —0n-1 - On-3

—-ay -4, -—az ... dao

This is identical to the above equation (5). Then, it is possible
to define a product for two polynomials a(x) and b(x) by using
a(x)-b(x)=Rot(a)-b. Also, rotation matrix Rot(a) becomes a
basis matrix.

According to the above, key generation in the above lattice-
based homomorphic encryption method is as follows. Spe-
cifically, a discriminant d for ideal I of ring R=Z[x]/(x"+1)
and basis matrix V of ideal J that is prime to ideal I are treated
as public keys, and dxV~! is treated as secret key w. For
example, matrix V may be n'*I+R where R represents a
matrix that is random and is a matrix having a small norm.

Then, in encryption, r is selected from R so that it is the first
component of c=b+rs mod B for encrypted text ¢ of plain text
b. When the norm of plain text b is small, decryption is
possible by b=[cxw], mod s. Attention should be paid to the
fact that [cxw] ; is calculation between scalar values. This can
increase the speed of calculation.

By calculating a concealment distance such as a Hamming
distance by using the above lattice-based fully homomorphic
encryption, it is possible to reduce both the size of cryptog-
raphy data and the time for concealment distance calculations
and also to increase the speed of calculation.

<Structure of Key Generator>

FIG. 1 is a block diagram illustrating a function of an
example of a device that performs key generation in homo-
morphic encryption as described above. The device illus-
trated in FIG. 1 outputs public key data pk (for example,
group (d, r, n, s)) and secret key data sk (for example, scalar
quantity w) on the basis of input parameters (for example,
dimension n, maximum bit length t, and plain text space size
s). This device may constitute a key generator of a cryptog-
raphy processing device using a public key method.

As illustrated in FIG. 1, a key generator 10 includes a
parameter setter 102, a vector v generator 104, a secret key
matrix generator 106, a public key generator 108, a public key
matrix determinator 110, a secret key data extractor 112, and
a secret key determinator 114. The vector v generator 104
may also be referred to as the vector generator 104 simply.

Also, the public key generator 108 and the public key
matrix determinator 110 are combined so as to constitute the
public key data generator. The secret key data extractor 112
and the secret key determinator 114 are combined to consti-
tute the secret key data generator.

In the parameter setter 102, dimension n, maximum bit
length t, and plain text space size s are set. These pieces of
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data may be input from the external environment for each key
generation or may be selected through the parameter setter
102.

The vector v generator 104 generates key generation vector
V=(vg, vy, - . . , V,,_; ). Key generation vector V=(v,, vy, . . .,
v,,.,) is an n-dimensional vector in which the absolute value of
each component is equal to or smaller than t bits and compo-
nentsv,, ..., v,_; except for v, are an integer multiple of plain
text space size s.

The secret key matrix generator 106 uses a component of
vector v generated by the vector v generator 104, and gener-
ates secret key matrix V as represented by the equation below.

Vo V] 123 . Vet 41
—Vp-1 Vo Vi - Vn2

= Va2 —Var Vo .. Va3

—=V] —V2 —-V3 ... Vo

The public key generator 108 generates, as a public key
matrix, matrix B that is the Hermite normal form of matrix V.

The public key matrix determinator 110 determines
whether or not public key matrix B generated by the public
key generator 108 has the form as represented by equation
(42) where component (1,1) is d and component (2,1) is r.

42)

When public key matrix B does not have the form as repre-
sented by equation 42, such a matrix is discarded, and the key
generation is performed again. When public key matrix B has
the form as represented by equation 42, such a matrix B
remains without being discarded. Component (1,1)d and
component (2,1)r are both scalar values. Scalar value d, which
is component (1,1) of public key matrix B, is also referred to
as a public key.

The secret key data extractor 112 extracts scalar value w,
which is component (1,1) of matrix W defined by equation 43
below when component (1,1) and component (2,1) of public
key matrix B are d and r, respectively.

W=dxy~! (43)

Component (1,1) d of public key matrix B is also a determi-
nant of matrix B.

The secret key determinator 114 determines whether or not
scalar value w extracted from the secret key data extractor 112
is a multiple of s. When scalar value w is a multiple of's, such
aw is discarded and key generation is performed again. When
scalar value w is not a multiple of s, such a matrix B remains
without being discarded. Scalar value w is also referred to as
a secret key.

As a consequence, the key generator 10 outputs public key
d, element (2, 1)r of a public key matrix, dimension n, and
plain text space size s as public key data, and also outputs
secret key w as secret key data.

<Process Performed by Key Generator>

By referring to FIG. 2, an example of a flow of a process
executed by the key generator 10 illustrated in FIG. 1 will be
explained.
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When the process has started, parameters are set in step
S102 first. Parameters herein include dimension s, maximum
bit length t, and plain text space size s. The processes in this
step may be executed by the parameter setter 102 of the key
generator 10.

Inthe next step, S104, n-dimensional key generation vector
v=(Vg, Vi, . . ., V,,;) in which each element is equal to or
smaller than the maximum bit length and elements except for
the first element are integers that are multiples of the plain text
space size, which is the number of types of symbols that the
plain text to be encrypted may take, is generated. The process
of'this step may be executed by the vector v generator 104 of
the key generator 10.

In S106, secret key matrix V is generated as represented by
equation 41 by using components of vector v generated by the
vector v generator 104. The process in this step may be
executed by the secret key matrix generator 106 of the key
generator 10.

In S108, matrix B that is the Hermite normal form of matrix
V is generated as a public key matrix. The process in this step
may be executed by the public key generator 108 of the key
generator 10.

In S110, it is determined whether or not public key matrix
B generated by the public key generator 108 takes the form of
the above equation 42, where d is component (1,1) and r is
component (2,1). When the determination resultis “NO”, i.e.,
when public key matrix B takes the form as represented by
equation 42, such a matrix is discarded, and the process
returns to S104 so as to perform the key generation again.
When the determination resultis “YES”, i.e., when public key
matrix B takes the form as represented by equation 42, such a
matrix B remains without being discarded. Thereafter, the
process proceeds to S112. Components (1,1)d and (2,1)r are
both scalar values. Scalar value d, which is component (1,1)
of public key matrix B, is also referred to as a public key. The
process in this step may be executed by the public key matrix
determinator 110 of the key generator 10.

In S112, scalar value w, which is component (1,1) of matrix
W defined by equation 43 when components (1,1) and (2,1) of
public key matrix B are d and r, respectively, is extracted.
Component (1,1) d of public key matrix B is also a matrix
equation of matrix B. The process in this step may be
executed by the secret key data extractor 112 of the key
generator 10.

In S114, it is determined whether or not scalar value w
extracted in S112 is a multiple of s. When the determination
resultis “NO”, i.e., when scalar value w is not a multiple of's,
such a matrix B remains without being discarded. Thereafter,
the process proceeds to S116. Scalar value w is also referred
to as a secret key. When the determination result is “YES”,
i.e., when scalar value w is a multiple of s, such a value w is
discarded, and the process returns to S104 so as to perform the
key generation again. The process in this step may be
executed by the secret key generator 114 of the key generator
10.

In S116, public key d, element (2,1) r of a public key
matrix, dimension n, and plain text space size s are output as
public key data, and secret key w is output as secret key data.

By employing the above configurations and processing
methods, a device and a method that can realize an encryption
process and a decryption process that yield high accuracy and
high processing speed while using homomorphic encryption
in a cryptography process that calculates a concealment dis-
tance of two pieces of data while keeping the distance in an
encrypted state is provided.
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EXAMPLES

By referring to FIG. 3 through FIG. 5, explanations will be
given for an example of a cryptography processing device that
uses the above ideal lattice-based fully Homomorphic
encryption.

The cryptography processing device described below is a
device that compares two pieces of data and calculates a
concealment distance such as the Hamming distance between
the pieces. It is also possible to use one of the two pieces of
data as reference data that is registered beforehand and to use
the other piece as comparison data that is compared with the
reference data so as to confirm whether or not they are similar.
In such a case, the cryptography processing device functions
as an authorization device or a search device.

In the authorization device or the search device, vector data
A=(a,,...,a,)and vector data B=(b,, . ..,b,) are compared
so as to calculate the concealment distance such as a Ham-
ming distance between the pieces of data. When vector data
A=(a,, . . ., a,) is assumed to be reference data that is
registered beforehand, it is compared with comparison data
B=(b,, ..., b,) so as to determine that the two pieces of data
are identical when the concealment distance between the
pieces of data is longer than a prescribed value.

The cryptography processing device explained below cal-
culates the concealment distance between two pieces of data
while keeping the distance in an encrypted state.

As illustrated in FIG. 3, when reference data is stored, the
reference data is vectorized and encryption data obtained by
concealing obtained data A=(a, . . ., a,,) by using homomor-
phic encryption is generated in a reference data processing
device. Then, only the encryption data is stored in the data-
base of the homomorphic encryption computation device.

Also, for the comparison, the comparison data is vector-
ized in the comparison data processing device, and only data
that is obtained by concealing obtained vector data B=
(by, ..., b,) by using the homomorphic encryption is trans-
mitted to the homomorphic encryption computation device.

In the homomorphic encryption computation device, the
concealment distance between two pieces of data is calcu-
lated while keeping the distance of two homomorphically
encrypted vectors in an encrypted state, and returns to the
comparison data processing device only the calculation result
of the concealment distance. As a last step, the comparison
data processing device decrypts the concealment distance
calculation result by using a secret key, and determines
whether or not the two pieces of vector data are similar.

<Configuration of Cryptography Processing Device>

By referring to FIG. 3, detailed explanations will be given
for a configuration of a cryptography processing device.

A cryptography processing device 1 includes a reference
data processing device 20, a homomorphic encryption com-
putation device 30, and a comparison data processing device
40. The reference data processing device 20 and the compari-
son data processing device 40 include a key generator 10
illustrated in FIG. 1.

The reference data processing device 20 includes a vector-
izer 202, a polynomial convertor 204, a Hamming weight
calculator 206, and an encrypter 208. They may be referred to
as the first vectorizer 202, the first polynomial converter 204,
the first Hamming weight calculator 206, and the first
encrypter 208. Also, a first Hamming weight calculator 1106
may be referred to simply as the weight calculator 206.

The homomorphic encryption computation device 30
includes encryption registration data 302 that stores text data
as a tag. A cloud 120, although not illustrated in FIG. 6A,
includes an encryption multiplication calculator 304 config-
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ured to perform addition of two homomorphically encrypted
pieces of data, an encryption scalar calculator 306 configured
to perform multiplication of homomorphically encrypted
data by scalar and an encryption addition calculator 308 con-
figured to perform the addition of two homomorphically
encrypted pieces of data.

The encryption multiplication calculator 304, the encryp-
tion scalar calculator 306, and the encryption addition calcu-
lator 308 are combined to constitute a concealment distance
calculator.

In the vectorizer 202, input text data is expressed as n-di-
mensional vector a. For example, vector a is expressed by the
equation below wherea,,...,a, isOor 1.

a=(a,ay ..., a,) 44)

The polynomial converter 204 converts vector a obtained
in the vectorizer 202 into a polynomial. For example, a con-
version polynomial of the equation below is calculated.

u 45)

alx) = Z ax!

i=1

As described above, the (first) polynomial converter 206
obtains first polynomial a(x) by using the first conversion
polynomial from first vector a.

The Hamming weight calculator 206 calculates Hamming
weight HW(a) of vector a. In this case, Hamming weight
HW(a) is as expressed by the equation below.

n (46)

HW(a) = Z @

i=1

As described above, the (first) Hamming weight calculator
206 calculates first weight HW(a) related to the concealment
distance of first vector a. In this case, the concealment dis-
tance is a Hamming distance, and the first weight is a Ham-
ming weight.

A homomorphic encrypter 210 uses a public key generated
by the key generator 10 so as to encrypt polynomial a(x)
obtained by the polynomial converter 204 and Hamming
weight HW(a) obtained by the Hamming weight calculator
206, and thereby obtains Enc(a(x)) and Enc(HW(a)).

u . “4n
Enc(a(x)) = |a(r) + s X Z w; xri!

i=1

d

1
Enc(HW(a)) = [HW(a(r)) +5% Z wxr
i=1

d

As described above, the (first) homomorphic encrypter 208
encrypts first polynomial a(x) and first weight hw(a) respec-
tively by using a homomorphic encryption method so as to
obtain first encryption polynomial Enc(a(x)) and first encryp-
tion weight Enc(HW(a)).

The cryptography data Enc(a(x)) and Enc(HW(a))
obtained by the homomorphic encrypter 208 are transmitted
to the homomorphic encryption computation device 30 and
are stored in the encryption registration data 302.

The comparison data processing device 40 includes a vec-
torizer 402, a polynomial converter 404, a Hamming weight
calculator 406, and an encrypter 408. They have the identical
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or similar configurations to those of the vectorizer 202, the
polynomial converter 204, the Hamming weight calculator
206, and the encrypter 208 of the reference data processing
device 20, respectively. Also, the comparison data processing
device 40 includes a decrypter 410 and a secret key storage
410 configured to store a secret key based on a public key
cryptography method. Also, they may be referred to as a
second vectorizer 402, a second polynomial converter 404, a
second Hamming weight calculator 406, and a second
encrypter 408. Reference may be made without discriminat-
ing the first vectorizer 202, the first polynomial convertor 204,
the first Hamming weight calculator 206, and the first
encrypter 208 from the second vectorizer 402, the second
polynomial converter 404, the second Hamming weight cal-
culator 406, and second the encrypter 408. Also, the second
Hamming weight calculator 406 may simply be referred to as
the weight calculator 406.

In the vectorizer 402, text data input by a user is expressed
as n-dimensional vector b. For example, vector b is expressed
by equation (48) below where b,, ..., b, isOor 1.

b=(bp.bs, ...,y (48)

As described above, the second vectorizer 402 expresses (sec-
ond) text data input by a user as first vector b.

The polynomial converter 404 converts vector b obtained
by the vectorizer 402 into a polynomial.

n ) 49)
b(x) = Z bt

J=1

is calculated. Attention has to be paid to the fact that conver-
sion polynomial b(x) when a search is made is different from
conversion polynomial a(x) when it is stored. As described
above, the (second) Hamming weight calculator 406 obtains
second polynomial b(x) by using the second conversion poly-
nomial from second vector b.

The Hamming weight calculator 406 calculates Hamming
weight HW(b) of vector b. In this case, Hamming weight
HW(b) is as expressed by the equation below.

L (50)
HW(b) = Z b;

i=1

As described above, the (second) weight calculator 406 cal-
culates second weight HW(b) that is related to the conceal-
ment distance of second vector b. In this case, the conceal-
ment distance is a Hamming distance, and the second weight
is a Hamming weight.

The polynomial obtained by the polynomial converter 404
and the Hamming weight HW(b) obtained by the Hamming
weight calculator 406 are encrypted by the homomorphic
encrypter 408 by using public key data generated by the key
generator 10 so that Enc(b(x)) and Enc(HW (b)) are obtained.
As described above, the (second) homomorphic encrypter
408 encrypts second polynomial b(x) and second weight
HW(b) by using a homomorphic encryption method so as to
obtain second encryption polynomial Enc(b(x)) and second
encryption weight Enc(HW(b)).

The encryption data Enc(b(x)) and Enc(HW(b)) obtained
by the homomorphic encrypter 408 is transmitted to the
homomorphic encryption computation device 30. Enc(b(x))
and Enc(HW(b)) are results of replacing a(x) with b(x) in
equations (46) and (47).
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The encryption multiplication calculator 304 of the homo-
morphic encryption computation device 30 calculates the
product of the Enc(a(x)) stored in the encryption registration
data 302 and the Enc(b(x)) obtained by the homomorphic
encrypter 408, i.e., the equation below.

C=Enc(a(x))xEnc(b(x)) (1)

The encryption scalar calculator 306 calculates the product
of two integers:

k= [_Z rnﬂ] (62
4

and Enc(a(x)) and Enc(b(x)), that is, the equation below.

ki xEnc(a(x))

FoxEnc(b(x)) (53)

Also, the encryption scalar calculator 306 calculates the dou-
bling of C, obtained by the encryption multiplication calcu-
lator 304, i.e., the equation below.

2xC =2xEnc(a(x))xEnc(b(x)) 54)

The encryption addition calculator 308 calculates the sum
of’k, xEnc(HW(a)), k,xEnc(HW(b)) and 2xEnc(a(x))xEnc(b
(x)) so as to calculate Hamming distance D, which is
expressed as a concealment distance by the equation below.

D=k xEnc(a(x))+kxEnc(b(x))+2xEnc(a(x))x

Enc(b(x)) (55)

As described above, the concealment distance calculator
obtains encryption concealment distance (Hamming dis-
tance) D that corresponds to the encryption of the conceal-
ment distance between first vector a and second vector b from
first encryption polynomial Enc(a(x)), second encryption
polynomial Enc(b(x)), first encryption weight Enc(HW(a)),
and a second encryption weight Enc(HW(b)). Then, only
Hamming distance D is transmitted to the comparison data
processing device 40.

For communications between the homomorphic encryp-
tion computation device 30 and the comparison data process-
ing device 40, public key encryption is used so as to secure the
concealedness of communication data.

For the key for this communication, matrix V as expressed
by equation (56) is generated as a secret key matrix by using
n-dimensional key generation vector v=(vg, Vi, . . ., V, )
where the absolute value of each component is a random
integer equal to or smaller than t bits and components
vy, ..., V, except for v, are respective integers that are a
multiple of a plain text space size s.

Vo V] vy . Vpt (56)
—Vp-1 Vo Vi - Vp2
=|=Va2 —Vpl Vo ... Vp3
-V —V2 -V ... Vo

Also, it is assumed to be matrix B, which is a Hermite normal
form of a secret key matrix V. When a plain text b smaller than
plain text space size s is encrypted by using public key B,
public key matrix B defined as a Hermite normal form of a
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secret key matrix V is generated, and in such a case public key
matrix B is assumed to have the form expressed by the equa-
tion below.

d00 ..0 67
P10 ... 0

B=|%x 01 ..0
£« 00 .. 1

Further, when component (1, 1) of public key matrix B is d
and component (2, 1) is r, component w(1, 1) of matrix W
defined by equation (55) that is not a multiple of s is used as
secret key data.

W=dx V! (58)

It is sufficient to hold four elements of (d, r, n, s) as public
key data.

Secret key w is stored in the secret key storage 412.

The decrypter 410 uses secret key w so as to decrypt
homomorphically encrypted Hamming distance D, which
was transmitted from the homomorphic encryption compu-
tation device 30. Hamming distance D' obtained by the
decryption is calculated by the equation below.

D’=[Dxw];mods (59)

The decrypter 406 calculates concealment distance D' as a
degree of similarity by decrypting encryption concealment
distance D. Then, Hamming distance D' is output as a degree
of similarity.

It is also possible for the decrypter 410 to compare
decrypted Hamming distance D' with threshold Dth that is
prepared beforehand. When D'<Dth, the reference data and
comparison data are determined to be identical.

In the above explanation, equation 55 has been used to
express a Hamming distance. However, a Hamming distance
may be defined by equation 36 or equation 37 by using b'(x)
and C,' of equation 35 instead of b(x) and C,.

<Process of Cryptography Processing Device>

By referring to FIG. 4 and FIG. 5, an example of processes
in the cryptography processing device 1 will be explained.
FIG. 4 is a flowchart illustrating an example of a flow of a
registration process of reference data executed by the cryp-
tography processing device 1 illustrated in FIG. 3.

When the process has started, the reference data processing
device 20 receives the input of reference data in step S302.
Thereafter, the process proceeds to step S104.

In S304, the reference data input in S302 is expressed as
n-dimensional vector a. This process may be executed by the
vectorizer 202 of the reference data processing device 20.

In the next step, S306, n-dimensional vector a is converted
into a polynomial. This process may be executed by the
polynomial converter 204 of the reference data processing
device 20.

In the next step, S308, the Hamming weight HW(a) for
n-dimensional vector a is calculated. This process is executed
by the Hamming weight calculator 206 of the reference data
processing device 20.

In the next step, S310, polynomial a(x) obtained in S306
and Hamming weight HW(a) obtained in S108 are encrypted
so as to obtain Enc(a(x)) and Enc(HW(a)). Enc(a(x)) and
Enc(HW (a)) are transmitted to the homomorphic encryption
computation device 30. The process in this step may be
executed by the an encrypter 208 of the reference data pro-
cessing device 20.
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In S312, Enc(a(x)) and Enc(HW(a)) are stored in a data-
base such as, for example, the encryption registration data
302 of the homomorphic encryption computation device 30.

Then, the registration process of reference data is termi-
nated.

FIG. 5 is a flowchart illustrating an example of a flow of a
comparison process, executed by the cryptography process-
ing device 1 illustrated in FIG. 3, between comparison data
and reference data.

When the process has started, the comparison data process-
ing device 40 receives the input of comparison data in step S
402. Then, the process proceeds to S404.

In S404, the comparison data input in S402 is expressed as
an n-dimensional vector b. This process may be executed by
the vectorizer 402 of the comparison data processing device
40.

In the next S406, n-dimensional vector a is converted into
a polynomial. This process may be executed by the polyno-
mial converter 404 of the comparison data processing device
40.

In S408, next to S406, Hamming weight HW(b) for n-di-
mensional vector a is calculated. This process may be
executed by the Hamming weight calculator 406 of the com-
parison data processing device 40.

In the next step, S410, polynomial b(x) obtained in S406
and Hamming weight HW(b) obtained in S408 are encrypted
s0 as to obtain Enc(b(x)) and Enc(HW(b)). Then, these data of
Enc(b(x)) and Enc(HW(b)) are transmitted to the cloud 120.
This process may be executed by the encrypter 408 of the
homomorphic encryption computation device 30.

In S412, the product of Enc(a(x)) stored in the encryption
registration data 302 and Enc(b(x)) obtained in S410, i.e.,
(b(x))xEnc(HW(b)), is calculated. This process may be
executed by the encryption multiplication calculator 304 of
the homomorphic encryption computation device 30.

In S414, the product of k, and Enc(a(x)) and the product of
k2 and Enc(b(x)), k, and k, being the two integers in equation
53, are calculated; specifically, k, Enc(a(x))) and k,Enc(b(x))
are calculated. Also, in S414, of the doubling of Enc(b(x))x
Enc(HW(b)) obtained in S410 i.e., 2Enc(b(x))xEnc(HW(b))
is calculated. The process in this step may be executed by the
encryption scalar calculator 306 of the homomorphic encryp-
tion computation device 30.

In S416, the sum of'k, xEnc(HW(a)), k,xEnc(HW(b)), and
2xEnc(a(x)))xEnc(b(x)) is calculated so as to obtain Ham-
ming distance D expressed by equation 60 as a concealment
distance. Only Hamming distance D is transmitted to the
comparison data processing device 40. The process of this
step may be executed by the encryption addition calculator
308 of the homomorphic encryption computation device 30.

In the next step, S418, secret key w is used so as to decrypt
homomorphically encrypted Hamming distance D that was
transmitted from the homomorphic encryption computation
device 30. Secret key w may be generated by the key genera-
tor 10 of the comparison data processing device 40 so as to be
stored in the encryption registration data 412 of the compari-
son data processing device 40. The process of this step may be
executed by the decrypter 410 of the comparison data pro-
cessing device 40.

In S420, the result obtained in S418 is output as a conceal-
ment distance. This process is executed by a display device
(not illustrated).

Then, the checking process is terminated.

In the above, an expression such as equation 55 has been
used as a Hamming distance. However, it is easy to use b'(x),
C,' such as those in equation 35 instead of b(x), C, so as to
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change the above process to a process that uses the definition
of'equation 36 or equation 37 as a Hamming distance.

FIG. 6 illustrates a configuration example of a cryptogra-
phy processing device that utilizes homomorphic encryption.
FIG. 6 illustrates a configuration example of a computer that
can be used as a homomorphic encryption device.

A computer 500 illustrated in the figure includes an MPU
502,aROM 504, a RAM 506, a harddisk device 508, an input
device 510, a display device 512, an interface device 514, and
arecording medium driving device 516. Also, these constitu-
ents are connected to each other via a bus line 518, and can
transmit and receive various types of data to and from each
other under control of the MPU 502.

The Micro Processing Unit (MPU) 502 is a computation
process unit that controls the entire operation of the computer
500, and functions as a control process unit of the computer
500.

The Read Only Memory (ROM) 504 is a read-only semi-
conductor memory that records a prescribed basic control
program beforehand. The MPU 502 can control operations of
the respective constituents of the computer 500 by reading
and executing this basic control program when the computer
500 is activated.

The Random Access Memory (RAM) 506 is a semicon-
ductor memory that is used as an operation storage area on an
as-needed basis when the MPU 502 executes various control
programs and that can read and write information at any given
time.

The harddisk device 508 is a storage device that stores
various types of control programs executed by the MPU 502
and various types of data. The MPU 502 reads and executes a
prescribed program stored in the harddisk device 508, and
thereby can perform various control processes, which will be
described later.

The input device 510 is, for example, a mouse or a key-
board, and when it is manipulated by a user of the system
illustrated in FIG. 6, it obtains the input of various pieces of
information that were made to correspond to that manipula-
tion, and transmits the obtained input information to the MPU
502.

The display device 512 is, for example, a liquid crystal
display device, and displays various texts and images in
accordance with display data transmitted from the MPU 502.

The interface device 514 manages transmission and recep-
tion of various types of information between various devices
connected to the computer 500.

The recording medium driving device 516 is a device that
reads various control programs and data stored in a portable
recording medium 518. The MPU 501 can also perform vari-
ous processes, which will be described later, by reading and
executing a prescribed control program recorded in the por-
table recording medium 520 via the recording medium driv-
ing device 516. Also, as examples of the portable recording
medium 218, there is a flash memory equipped with a con-
nector based on the standard of a Universal Serial Bus (USB),
a Compact Disc Read Only Memory (CD-ROM), a Digital
Versatile Disc Read Only Memory (DVD-ROM), and the
like.

In order to configure a cryptography processing device by
using the computer 500, a control program for making the
MPU 502 execute processes in the above respective process
units is for example generated. The generated control pro-
gram is stored beforehand in the harddisk device 508 or the
portable recording medium 520. The MPU 502 is given a
prescribed instruction so that it reads and executes this control
program. Thereby, a function that the cryptography process-
ing device is provided with is provided by the MPU 502.
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According to the cryptography processing device and the
cryptography processing method according to the embodi-
ments, it is possible to realize an encryption process and a
decryption process that yield a high accuracy and high pro-
cessing speed while using homomorphic encryption in a
cryptography process that calculates a concealment distance
of two pieces of data while keeping the distance in an
encrypted state.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although one or more embodiments
of the present invention have been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:
1. A cryptography processing device, comprising:
an input device configured to obtain from an external envi-
ronment an input of a dimension of a key generation
vector, in which each element is equal to or smaller than
a maximum bit length and elements except for a first
element are integers that are multiples of a plain text
space size, an input of the maximum bit length and an
input of the plain text space size, the plain text space size
being a number oftypes of symbols that a plain text to be
encrypted may take; and
a processor configured to
generate the key generation vector using the dimension,
the maximum bit length and the plain text space size,
generate a secret key matrix from the key generation
vector,
generate a public key matrix from the secret key matrix,
generate public key data including a first public key
matrix element, which is a discriminant of the public
key matrix, a second public key matrix element,
which is an integer, the dimension, and the plain text
space size,
generate secret key data that includes, as a secret key, an
integer that is an element of a matrix obtained as a
product of the first public key matrix element and an
inverse matrix of the secret key matrix and that is not
a multiple of the plain text space size,
encrypt the plain text using the public key data so as to
obtain cryptography data, and
output the obtained cryptography data.
2. The cryptography processing device according to claim
1, wherein:
when the key generation vector is written as v=(v,,

Vi, ...,V, ), the secret key matrix is
Yo V1 V2 Vn-1
~Vn-1 Yo V1 Vn-2
“Vp2 —Vp-1 Vo Vn-3
—=V] —V2 =-V3 ... Vo

3. The cryptography processing device according to claim
1, wherein:
the public key matrix is a Hermite normal form of the secret
key matrix.
4. The cryptography processing device according to claim
1, wherein:
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the prescribed condition to be satisfied by the public key
matrix is that the public key matrix is in a form of

d00 ..0
Fr10 .0
£ 01 ..0|
£ 00 .1

where d and r are integers.

5. The cryptography processing device according to claim

1, wherein

the processor is further configured to

obtain a first polynomial from a first vector by using a
first conversion polynomial,

obtain a second polynomial from a second vector by
using a second conversion polynomial,

obtain a first weight related to a concealment distance of
the first vector and a second weight related to a con-
cealment distance of the second vector,

obtain a first encryption polynomial, a second encryp-
tion polynomial, a first encryption weight, and a sec-
ond encryption weight by encrypting each of the first
polynomial, the second polynomial, the first weight,
and the second weight by using the public key data,

obtain an encryption concealment distance that corre-
sponds to encryption of a concealment distance of the
first vector and the second vector from the first
encryption polynomial, the second encryption poly-
nomial, the first encryption weight, and the second
encryption weight, and

decrypt the encryption concealment distance by using
the secret key data.

6. The cryptography processing device according to claim

, wherein:

the weight is a Hamming weight and the concealment
distance is a Hamming distance.

7. A cryptography processing method comprising:

obtaining, by using an input device, from an external envi-
ronment an input of a dimension of a key generation
vector, in which each element is equal to or smaller than
a maximum bit length and elements except for a first
element are integers that are multiples of a plain text
space size, an input of the maximum bit length and an
input of the plain text space size, the plain text space size
being a number of types of symbols thata plain text to be
encrypted may take;

generating the key generation vector using the dimension,
the maximum bit length and the plain text space size by
using a processor;

generating a secret key matrix from the key generation
vector by using the processor;

generating a public key matrix from the secret key matrix;

generating public key data including a first public key
matrix element, which is a discriminant of the public key
matrix, a second public key matrix element, which is an
integer, the dimension, and the plain text space size by
using the processor; and

generating secret key data that includes, as a secret key, an
integer that is an element of a matrix obtained as a
product of the first public key matrix element and an
inverse matrix of the secret key matrix and that is not a
multiple of the plain text space size by using the proces-
sor;

encrypting, by using the processor, the plain text using the
public key data so as to obtain cryptography data; and
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outputting, by using the processor, the obtained cryptogra-
phy data.
8. The cryptography processing method according to claim
7, wherein:
when the key generation vector is written as v=(v,,

Vi, ..., V, 1), the secret key matrix is
Vo Vi 2 . Vot
—Vp-1 Vo Vi - Vp2
Vn2 ~Vael VO e Va3 |
—=V] —V2 =-V3 ... Vo

9. The cryptography processing method according to claim
7, wherein:
the public key matrix is a Hermite normal form of the secret
key matrix.
10. The cryptography processing method according to
claim 7, wherein:
the prescribed condition to be satisfied by the public key
matrix is that the public key matrix is in a form of

400 .0
10 .0
£« 01 .0
£ 00 ... 1

where d and r are integers.
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11. The cryptography processing method according to

claim 7, the method further comprising:

obtaining a first polynomial from a first vector by using a
first conversion polynomial;

obtaining a second polynomial from a second vector by
using a second conversion polynomial by using the pro-
cessor;

obtaining a first weight related to a concealment distance of
the first vector and a second weight related to a conceal-
ment distance of the second vector by using the proces-
sor;

obtaining a first encryption polynomial, a second encryp-
tion polynomial, a first encryption weight, and a second
encryption weight by encrypting each of the first poly-
nomial, the second polynomial, the first weight, and the
second weight by using the public key data by using the
processor;

obtaining an encryption concealment distance that corre-
sponds to encryption of a concealment distance of the
first vector and the second vector from the first encryp-
tion polynomial, the second encryption polynomial, the
first encryption weight, and the second encryption
weight by using the processor; and

decrypting the encryption concealment distance by using
the secret key data by using the processor.

12. The cryptography processing method according to

claim 11, wherein:

the weight is a Hamming weight and the concealment
distance is a Hamming distance.
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